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In this supplementary file we show more details to some of our methods for improvement of the
system described in our paper, namely the post-processing scheme used to correct the timing
information of the SPAD and the steps and methods used for background reduction.

1. TIMING CORRECTION

The timing information of the described SPAD detector is referenced to the beginning of the
measurement and consists of 3 parameters, an 8-bit COARSE value, which returns the detection
time with a resolution of 5ns and two 4-bit fine values. These fine values are called START and
STOP and return the time to the COARSE value or the end of measurement respectively with a
resolution of 312.5 ps.

The final timestamp is then given by the following equation:

T = [16 ∗ COARSE + START − STOP] ∗ 312.5ps (S1)

Adding this value to the global timestamp of the dedicated measurement window, registered
by appropriate time-correlated single-photon-counting (TCSPC) electronics, returns the global
timestamp of the detected photon. This value will then be compared to the timestamps of the
detected IR-photons, obtained by registering their signal using the same TCSPC electronics.
Detecting both photons of the entangled photon pairs will lead to a peak of coincidences over
time due to the fixed path length difference of the entangled photons.

As mentioned, during analysis of these coincidence measurements, a dependence of the
position of this coincidence peak on the timing parameters of the SPAD array was found. Using
a sufficiently long coincidence measurement, whose uncorrected coincidence peak is shown in
figure S1, we filtered the data based on specific START and STOP values. By doing so, we could
identify the quite broad, uncorrected coincidence peak of figure S1 as multitude of individual fine
peaks, each with specific temporal offsets. Further analysis showed these offsets to be linked to
the specific combination of the START and STOP values, a selection of which is shown in figure
S2.

We verified this behaviour and its predictability with multiple coincidence measurements, all
of which showed specific offsets for specific START-STOP combinations.

Using this analysis, we could obtain a dedicated "Correction-Matrix", which corrects the delay
for every further measurement and improved our timing and therefore our depth resolution by
roughly a factor of 3.

At first glance this problem does not seem very obvious, however, in previous measurements,
we used a prototype of this detector, in which the problem was more prevalent. This prototype
also had a drift of the coincidence peak over the coarse values, as shown in figure S3, due to
which we were first able to identify the problem and program our Correction-Matrix. This is also
the reason we chose a 2D representation over the COARSE value for the data shown here.

2. BACKGROUND REDUCTION

As stated in the text we can use the temporal evaluation of photons shown in figure 4 of the paper
to extract the distribution of background photons and derive some of the effects degrading the
image quality in order to suppress their effects.

To do so we isolate all the photons contained in ∆tnc1 and ∆tnc2 and extract their spatial
distribution fBG, given by the pixel position. This results in the image shown in figure S5(a) and
corresponds to the image one would obtain without the information of the idler photon.

This distribution is a superposition of the actual SPDC emission as well as detector noise and
the pixel dependent detection efficiencies as shown in equation 2 of the paper.

In order to estimate the detector noise distribution σpx it has shown to be most simple to
perform a short reference measurement with a switched off laser, the result of which is shown in
figure S5, and weight the absolute values of the results according to the size of the time windows.



Fig. S1. Detailed view of the temporal coincidence detection. In the upper images one can see
the coincidence peak integrated over all COARSE values and in the lower images one can see
the temporal progression of the coincidence peak in dependence of the COARSE value for the
detector used in this work.(a) Uncorrected, raw coincidence detection with a FWHM of 1.7 ns
and a full peak width of roughly 3.5 ns.(b) Corrected, raw coincidence detection with a FWHM
of 0.4 ns and a full peak width of roughly 1 ns

Fig. S2. Selection of the results obtained by filtering the coincidence evaluation of S1 according
to the START and STOP parameters. One can clearly see, that the coincidence peak is shifted
and its FWHM is dependent on these parameters. The shift and broadening are constant over
all the coarse values (a) coincidence evaluation for START = 12 and STOP = 10. (b) coincidence
evaluation for START = 1 and STOP = 0. (c) coincidence evaluation for START = 0 and STOP =
8.
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Fig. S3. Coincidence evaluation with the first prototype of the detector. (a) Coincidence evalua-
tion integrated over all COARSE values of the detector (b) Temporal progression of the coinci-
dence peak in dependence of the COARSE values. One can clearly see a drift of the coincidence
as well as a broadening of the peak towards higher COARSE values. Looking closer one can
also distinguish multiple lines, each with a specific coincidence drift and offset. In the new de-
tector version the drift does not occur, however there is still some coincidence offset, as seen in
figure S2.

Fig. S4. Coincidence image captured at various stages of post-processing. (a) raw image re-
sulting from evaluating ∆tc as shown in figure 4 of the paper, the brighter horizontal lines are
explained in S5. (b) image after subtraction of the background data obtained by evaluating ∆tnc
and shown in S5(a). (c) Image after weighting the result of (b) according to equation 3 of the
paper using the SPDC emission shown in figure S5(c) and an appropriate Gaussian weight for
estimation of the IR incoupling.

Fig. S5. Data used for estimation of background, noise and SPDC emission. The most noisy
pixels (Threshold: noise 50 times average noise) have been filtered out during image acquisi-
tion and can be seen as black vertical lines in all images. The bright horizontal lines are mea-
surements during which our shared laboratory was in use, leading to increased stray light and
thus increasing the noise of the SPAD. (a) raw image of the background noise resulting from
evaluating ∆tnc as shown in figure 4 of the paper. This corresponds to the image a regular cam-
era would obtain without the idler information. (b) dark noise distribution of the SPAD array,
obtained by completely darkening the setup and just running the detection. Due to technical
reasons individual detectors have highly varying noise distributions, thus this estimation is
only valid for the specific detector used. The "slope" toward the beginning of the line is a hard-
ware effect, which has only been observed in the detector chip used here. (c) Estimated SPDC
detection obtained by subtracting (b) from (a). This estimation does not only contain the actual
SPDC emission, but is also weighted by the pixel dependent detection efficiency. It has been
used to weight the image S4(c) according to equation 3 of the paper.
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Fig. S6. Result of the reference measurement in order to determine the incoupling of the fiber-
bound IR-detector. (a) raw image resulting from evaluating ∆tc. Since no target was present,
the result should ideally directly correspond to the SPDC emission. (b) estimation of the SPDC
detection obtained by evaluating ∆tnc and subtracting the dark noise as in S5 (c) Estimation of
the coupling of SPDC emission and the fiber of the IR detector. It was obtained by weighting
the coincidence image of (a) with the SPDC estimation of (b). A gaussian was subsequently
fitted to this data and used to weight the final image shown in S4(c).

The resulting distribution yields the actual SPDC emission weighted by the pixel dependent
detection efficiency, as described in equation 3 of the paper and shown in figure S5(c).

As discussed in the paper, one should, for a complete estimation of the image degradation
effects, also take in account the detection and collection efficiency of the IR SPAD. In order to
do this, we made a dedicated reference measurement by scanning the SPDC emission without a
target present in the idler arm. From the resulting coincidence image at the SPAD, we were able
to estimate the efficiencies by comparing both the SPDC emission at the SPAD and the resulting
coincidence image and weighting them accordingly as shown in figure S6. This lead us to a
gaussian approximation of the incoupling, which was expected since the IR-SPAD consists of a
fiber-coupled detector.
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